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The Task: Generate coherent and controlled responses that follow system level goals / Key Idea \
Our model, EDGE, conditions response generation on the semantic frames
. . of response exemplars.
/ Motivation \ P P
Dialogue Context
Dialogue systems based on large LMs (DialoGPT!, Blenderbot!?], etc.) Dialogue systems with control based on persona, emotions, knowledge etc. ()| ! started eating vegan foody
/ Coherent responses v Coherent responses Dialogue Model — Exemplar-Driven Response
E lar R Vegan food can be good s
X Follow system-level goals V' Follow system-|evel goals XeMplar REsponse for your health.
X Require labelled data for each new goal EgES are very beneficial for Vegetables can do -
your body. wonders for your body. ~
Exemplar based control ,, / VegnToodvey | @
food usefulness body-parts healthy.
Dia[ogue Context Semantic Frames
lgnores exemplar
@| ! mworried . / Oh, interesting. | ¢ Semantic Framest3!
about flying to Prior exemplar models
London! Use Exem p[ar Tokens? Have you been excited to ride to work in the past?
Dialogue - Exemplar-Driven \
Exemplar Response Model ' Response Copies irrelevant tokens Frame emotion_directed
Have you ever ™ : sad
been Nervous x Were you previously | +176 more
Have you been “bout flvine in excited to drive to worried fine
excited to drive ying London? '
to work in the the past? perplexed thrilled
past? heartbroken

/
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\ Exemplar driven response generation Challenges with existing approaches / K /
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4 Model N7 Experiment: Open-domain Experiment: Scam Defense
: : . i 6]
Dataset: DailyDialog® Dataset: Scam Email Defense
Model architecture e
Based on GPT-2* (substitutable with other language models)
Model Coherence Intent Engagement
Position - Model Dist-2 Dist-3 MaUdE Coherent Fluent Consistent Interesting Semantics GPT2-Gen 2.10 33.0 70.1
" EDGE 2.39 79.7 87.3
+ Retrieval 0.294 0.526 0.921 2.41 2.61 2.48 2.32 -
Speaker GPT2-Gen 0249 0494  0.905 2.42 2.55 2.41* 2.18" - .
+ LSTM-Tokens 0.182 0.380 0.890 204 2.10" 2.11% 1.89" 2.17 Qualitative Results
Tokens My | friends | .. |yesterday <bof> | Foop | USEEL| BODY <bor> |Vegetables| ... | body : LSTM-Frames 0.185 0.392 0.901 2.36" 2.30" 2.33% 1.97" 2.29 ] )
L ' | ! | ' GPT2-Tokens 0.254 0.513 0.927 2.19* 2.47* 2.29* 2.11* 2.04* Scam Email Anti-Scam Exemplar EDGE Response
Dialogue Context Exempla( Response Exemplar Response EDGE (Ours) 0.278 0.571 0.922 2.52 2.63 2.56 2.39 2.24
(Tokens) (Semantic Frames) (Tokens) “i want you to assist in Intent: Ask For Contact or “Would you please be able
Human 0.385 0.720 0.911 2.76 2.69 2.78 2.44 - investingmoney [...] my son Location to meet me about the
shall tell youwhere the “Areyou located nearme?  location of the funds?”
Training Context Tokens Gold Response Frames Gold response Tokens funds are being maintained  Could we meet up soon
(l) EDGE > all other models and discuss remuneration  about this? Tell me where
Testing Context Tokens Exemplar Frames [Response generated] for your services” your placeis.”
(2) frame-based models > token-based models \_ J
(3) GPT-2-based models > LSTM-based models
4 )
®
Improving Robustness Conclusion
. . . ° .
to incorrect detections & to irrelevant frames litats l . EDGE generates responses based on semantic frames of exemplar responses. |
- Qualitative Results EDGE achieves coherent responses that preserve system-level goals (implicitly present in
Drop frames food usefulness —— ) 7 exemplars) as demonstrated in our experiments.
- » ' : jeff, i’ ing to the t. , : oy
Context ZZ::ZZ; 3}:]); bf&;‘l’fcr}]?:elge - I e oo i o i ioet. ® EDGE’s key advantages are its controllability and zero-shot performance
Sh ufﬂe fra mes body—pa rts usefulness food ’ Human?2: 1 think the supermarket is closed now.
: S
Retrieved well, what do you want to eat? Retrieved i know. i intent to go to the store today. Check out the code for this prOJeCt
Add random frames food emotion usefulness body-parts Frames WHAT DESIRING INGESTION ? Frames SWARENESS PURPOSE MOTION BUSINESSES https://github.com/prakharguptaz/EDGE-exemplars
GPT2-Gen it’s a good idea. 'l‘li.\ll’()]\’..\l,—(ﬁ‘()l_l_()(‘ﬁ\’l‘l().\' ' = ' = '
LSTM-Tokens  well, what's the you do? seirmccin s | \. J
: LSTM-Tokens yes, i’'m sorry to go with you.
LSTM-Frames f’hope 80 LSTM-Frames where is the market? - N
GPT2-Tokens 1'm not sure what to get. _ GPT2-Tokens  where is the supermarket?
Advantages of EDGE EDGE (Ours)  you want to eat something chinese? EDGE (Ours) i know, but i’'m planning to go to the bank today. Refe Frences
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