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Motivation

Dialogue systems based on large LMs (DialoGPT[1], Blenderbot[2], etc.) Dialogue systems with control based on persona, emotions, knowledge etc.    

Key Idea

Our model, EDGE, conditions response generation on the semantic frames 
of response exemplars.

Semantic Frames[3]

The Task: Generate coherent and controlled responses that follow system level goals

I’m worried 
about flying to 
London!

Dialogue Context

Exemplar Response

Have you been 
excited to drive 
to work in the 
past?

Dialogue 
Model

Exemplar-Driven 
Response
Have you ever 
been nervous 
about flying in 
the past?

Coherent responses

Follow system-level goals

Coherent responses

Require labelled data for each new goal

Follow system-level goals

Exemplar based control

Were you previously 
excited to drive to 
London?

Prior exemplar models 
Use Exemplar Tokens?

Oh, interesting.

Ignores exemplar

Copies irrelevant tokens

I started eating vegan food.

Dialogue Context

Exemplar Response

Dialogue Model

Eggs are very beneficial for 
your body.

food usefulness body-parts

Vegan food can be good 
for your health.

Vegetables can do 
wonders for your body.

Vegan food is very 
healthy.

Exemplar driven response generation Challenges with existing approaches

Exemplar-Driven Response

Semantic Frames

Model 

Model architecture
Based on GPT-2[4] (substitutable with other language models)

Improving Robustness
to incorrect detections & to irrelevant frames

Advantages of EDGE

-

Have you been excited to ride to work in the past?

Frame

sad

emotion_directed

+176 more

fine

thrilled

worried

perplexed

heartbroken

Training           Context Tokens Gold Response Frames Gold response Tokens

Testing Context Tokens Exemplar Frames [Response generated]

food usefulness body-partsDrop frames

body-parts usefulness food

food emotion usefulness body-parts

Shuffle frames

Add random frames

Experiment: Open-domain

Dataset: DailyDialog[5]

Quantitative Results

(1) EDGE > all other models
(2) frame-based models > token-based models
(3) GPT-2-based models > LSTM-based models

Qualitative Results

(1) EDGE generates longer and more specific responses
(2) EDGE generates coherent responses even with irrelevant or missing frames
(3) EDGE occasionally diverges from exemplar response

Experiment: Scam Defense

Dataset: Scam Email Defense[6]

Quantitative Results

Qualitative Results 

Conclusion
• EDGE generates responses based on semantic frames of exemplar responses.
• EDGE achieves coherent responses that preserve system-level goals (implicitly present in 

exemplars) as demonstrated in our experiments.

• EDGE’s key advantages are its controllability and zero-shot performance

References

Scam Email                           Anti-Scam Exemplar            EDGE Response

Check out the code for this project!

https://github.com/prakharguptaz/EDGE-exemplars

Follow system-level goals
No explicit training labels

Coherent responses
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